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A B S T R A C T

Medical images often require rescaling to various spatial resolutions to ensure interpretations at different
levels. Conventional deep learning-based image super-resolution (SR) enhances the fixed-scale resolution.
Implicit neural representation (INR) is a promising way of achieving arbitrary-scale image SR. However,
existing INR-based methods require the repeated execution of the neural network (NN), which is slow and
inefficient. In this paper, we present Neural Explicit Representation (NExpR) for fast arbitrary-scale medical
image SR. Our algorithm represents an image with an explicit analytical function, whose input is the low-
resolution image and output is the parameterization of the analytical function. After obtaining the analytical
representation through a single NN inference, SR images of arbitrary scales can be derived by evaluating the
explicit functions at desired coordinates. Because of the analytical explicit representation, NExpR is significantly
faster than INR-based methods. In addition to speed, our method achieves on-par or better image quality than
other strong competitors. Extensive experiments on Magnetic Resonance Imaging (MRI) datasets, including
ProstateX, fastMRI, and our in-house clinical prostate dataset, as well as the Computerized Tomography (CT)
dataset, specifically the Medical Segmentation Decathlon (MSD) liver dataset, demonstrate the superiority of
our method. Our method reduces the rescaling time from the order of 1 ms to the order of 0.01 ms, achieving
an over 100× speedup without losing the image quality. Code is available at https://github.com/Calvin-
Pang/NExpR.
1. Introduction

Medical images are essential in clinical diagnosis due to their ability
to provide structural and functional information [1,2]. High-resolution
medical images are desired as they can help improve the identification
of clinically relevant information with enhanced delineation of anatom-
ical structures and image analysis. However, acquiring high-resolution
medical images is challenging due to the cost of data acquisition [3].
Besides, medical images are desired to be zoomed in and out to different
scales to ensure interpretations at different levels [4,5]. Fast enhancing
image resolution to arbitrary scales is a critical demand in medical
imaging [6].

Medical image super-resolution (SR) is a promising way to improve
the resolution. With the rapid development of computer vision and
deep learning, numerous SR models have been proposed to obtain
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super-resolution images in both natural images [7,8] and medical
images [9,10]. Deep learning-based image SR can be roughly divided
into 3 categories: (i) feed-forward networks (FFNs), (ii) generative
models, and (iii) implicit neural representation models. FFN-based
methods [7] directly learn the mapping from low-resolution images to
high-resolution images. However, they cannot reproduce fine details,
especially with larger upsampling scales. Generative models, e.g. Gen-
erative Adversarial Networks (GANs) [11] and diffusion models [10],
can generate highly realistic images, but they inadvertently gener-
ate synthetic details that do not represent any underlying anatomi-
cal structures. The inconsistency between these generated details and
their lower-resolution inputs can be detrimental to clinical decision-
making [12]. Moreover, both FFN-based and generative model-based
methods can only perform SR at a prescribed fixed scale. While in
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Fig. 1. Comparison of upscaling process between INR-based methods and NExpR. INR-based methods need to evaluate the implicit neural function to derive SR images, which is
time-consuming. In contrast, our method evaluates (rasterizes) the explicit analytical function predicted by a neural network (NN) and is much faster than INR-based methods.
clinical applications, images are often zoomed in (or out) to visualize
the tissue at different levels, and a flexible super-resolution is desired
for different clinical purposes.

Implicit Neural Representations (INRs) are implicitly defined, con-
tinuous, differentiable functions parameterized by neural networks.
Recent studies have demonstrated the potential of INRs for arbitrary-
scale1 image super-resolution [13,14]. INRs represent the image with
an implicit neural function, and image super-resolution of arbitrary
scales can be achieved by evaluating the neural implicit function at
desired coordinates. However, generating SR images requires numerous
repeated passes through the neural network, which is computationally
inefficient [15]. As described in Fig. 1, in INR-based methods, each
distinct SR scale necessitates a separate inference of the network,
markedly slowing down the process in scenarios requiring contin-
uous upscaling. Besides, INRs model the continuous signal directly
in the spatial domain without maintaining a faithful representation
of the original low-resolution image’s fined details [16,17]. The SR
results may deviate from the original LR input, leading to potential
inconsistencies.

To the best of our knowledge, there has not been a study to
represent medical images with a continuous and analytical function
derived from a parameterized neural network. Here, we propose Neural
Explicit Representation (NExpR) for fast medical image SR. NExpR
employs a Fourier transform-based explicit function for the continuous
representation of medical images. Given a low-resolution medical im-
age, NExpR predicts coefficients of a Fourier transform-based function
that has a finite set of learnable frequencies and represents the image
with this explicit analytical function. With the predicted coefficients, SR
images at arbitrary scales can be achieved by evaluating the analytical
function at desired locations. The explicit analytical function is more
portable and compact than the implicit neural function, and can be fast
evaluated on any device without specialized hardware or software. In
contrast, the repeated execution of NN in INR-based methods is slower
and requires deep learning infrastructure.

In summary, NExpR enjoys the following favorable properties for
medical image super-resolution:

• NExpR is significantly faster than INR-based methods for
arbitrary-scale SR. Our method is more lightweight, and the
derived analytical function can rapidly generate SR images of
arbitrary scale.

• NExpR achieves superior SR image quality compared to INR-
based methods for arbitrary-scale SR and performs on par with
or surpasses a wide range of methods for fixed-scale SR.

1 We use the term ‘‘arbitrary’’ to refer to continuous scales within a specific
range.
2 
2. Related work

Image super-resolution. In literature, a variety of classical SR meth-
ods have been proposed to preserve specific characteristics of high-
resolution images. These methods include edge-based methods [18,19],
statistical methods [20,21], and sparse coding-based methods [22,23].
In the past decade, deep learning-based methods have dominated super-
resolution and have achieved impressive performance in generating
high-fidelity images. Deep learning-based SR methods can be broadly
categorized into three classes: (i) feed-forward networks (FFNs), (ii)
generative models, and (iii) Implicit Neural Representations (INRs).

FFN-based methods use neural networks, e.g. CNN [7,24], and
Transformer [8,25] to directly estimate high-resolution images based
on low-resolution inputs. Lim et al. used Convolutional Neural Net-
works (CNNs) [7], and Liang et al. [8] used the more powerful Trans-
formers as the backbone networks. Han et al. proposed a multi-path re-
current networks [24] to recurrently refine the image textures. Li et al.
built a pure transformer-style CNN, SRConvNet [25], for light-weight
super-resolution. Various loss functions [26,27] have also been ap-
plied to or proposed for image super-resolution. Johnson et al. [26]
proposed the perceptual loss to enhance the perceptual realism of
super-resolution images. Sajjiadi et al. [27] extended the perceptual
loss to texture synthesis. In the field of medical imaging, Li et al. [9]
proposed a multi-level feature extraction and reconstruction model
to recover the degraded high-resolution details of 3D MRI images.
Fok et al. [28] incorporated the convolutional neural network (CNN)
with multi-modality data training for computed tomography (CT) im-
age super-resolution.

Generative model-based super-resolution methods employ state-
of-the-art generative models, e.g. Generative Adversarial Networks
(GANs) [29,30], Variational Autoencoders (VAEs) [31], and diffusion
models [10,32,33] to generate high-resolution images conditioned on
low-resolution inputs. Ledig et al. [29] proposed SRGAN, a GAN-based
model using a deep residual network to recover photo-realistic textures
for high-quality SR results. Saharia et al. [32] designed a diffusion-
based SR model that progressively refines images from a low-resolution
input to a high-resolution output. GANs [11] and diffusion models [10]
have also been explored in medical image super-resolution. Wang
et al. [34] introduced GAN to 3D brain MRI super-resolution. Zhao
et al. [35] designed a multi-scale GAN-based model to achieve retinal
fundus image super-resolution with a higher perceptual quality. Chung
et al. [36] proposed a score-based reverse diffusion model for MRI
denoising and super-resolution.

Although FFN-based methods have demonstrated impressive per-
formance, they face challenges in recovering fine details, particularly
with high upsampling factors. Generative models can produce realistic
super-resolution results, but the synthetic details may not align well
with the original low-resolution images. Besides, both FFN-based and
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Fig. 2. The overall pipeline of NExpR. The encoder takes the discrete low-resolution image 𝐼𝑙 𝑟 as input and extracts feature maps 𝑉 . The decoder subsequently predicts coefficients
𝜑 of the Fourier transform function. The image is represented by the continuous Fourier transform function in Eq. (1). The discrete super-resolution image 𝐼𝑠𝑟 is obtained by
rasterizing the function.
generative model-based methods are limited to upsampling images at a
predefined scale. In contrast, by using a continuous explicit representa-
tion, NExpR not only achieves better consistency with low-resolution
inputs, but also enables flexible upsampling without the need for
multiple trainings at different SR scales.

Implicit Neural Representations. Recent studies have demonstrated
the potential of neural network-parameterized implicit functions for
object parts [37], 3D objects [38,39], object appearance [40,41], and
2D images [16,42]. Tancik et al. [16] and Sitzmann et al. [42] have
demonstrated INRs tend to learn low-frequency content and propose
Fourier mapping [16] or periodic activations [42] to overcome the
spectral bias and enable INRs to capture higher-frequency details.
Benbarka et al. [17] investigated the connection between INRs and
Fourier series and proposed a new integer Fourier mapping strategy.

Chen et al. proposed the ‘Local Implicit Image Function (LIIF)’ [13]
that employs INRs for arbitrary-scale image super-resolution. The im-
plicit function in LIIF takes coordinates and local image features as
input and predicts the corresponding pixel values. Due to its simplicity
and impressive performance, a line of works has been proposed based
on LIIF. Lee et al. [14] used a local texture estimator to enhance the
model’s ability to recover fine details. CiaoSR [43] and SRNO [44]
incorporated attention mechanisms to exploit additional non-local in-
formation. Besides, flow-based models [45] and diffusion models [46]
have also been integrated with LIIF for more realistic outputs.

Recently, INRs have been introduced to medical image super-
resolution. Zhang et al. [47] applied spatial and temporal implicit neu-
ral representation model in cone-bean CT reconstruction. Xu et al. [48]
proposed a slice-to-volume reconstruction method with INR to en-
hance robustness against the subject motions and image artifacts.
Han et al. [49] used a diffusion-based model to achieve arbitrary-scale
MRI super-resolution. Li et al. [50] and Zhang et al. [12] designed
models based on LIIF for arbitrary-scale multi-contrast MRI super-
resolution. Liu et al. [51] designed a neighborhood evaluator-based INR
model for efficient medical image super-resolution at arbitrary scales.
Duan et al. [52] utilized an INR-based model for texture enhancement
in histopathology image super-resolution.

Although INR-based methods achieve descent performance on
arbitrary-scale super-resolution, the repeated execution of neural net-
works brings a high computation cost. Our methods utilizes a compact
explicit analytical representation to significantly reduces the computa-
tion cost and accelerates the rescaling process without losing the image
quality.

3. Neural explicit representation

We introduce the details of our method. We first give an overview
of the pipeline and then elaborate on how we convert a discrete image
into a continuous function and rasterize the function to SR images at
arbitrary scales.
3 
3.1. Overview

Let 𝐼𝑙 𝑟 ∈ Rℎ×𝑤 be the low-resolution image to be processed, where
ℎ×𝑤 is the spatial dimension of the image. NExpR takes the 𝐼𝑙 𝑟 as input
and converts it into a continuous parametric function 𝑓𝜑(⋅, ⋅), where 𝜑
denotes the parameters of the function. After obtaining the continuous
function 𝑓𝜑(⋅, ⋅), a super-resolution image of arbitrary resolution 𝐼𝑠𝑟 ∈
R𝑠ℎ×𝑠𝑤 can be derived by rasterizing the continuous function, where 𝑠
is the super-resolution scale.

Fig. 2 illustrates the overall pipeline of NExpR. We employ an
encoder–decoder architecture, where the encoder takes the
low-resolution image 𝐼𝑙 𝑟 as input and extracts feature maps 𝑉 . The
feature maps are then flattened into a 1D vector before being input into
the decoder. The decoder subsequently estimates parameters 𝜑 of the
explicit analytic function: 𝑓𝜑(⋅, ⋅). Following previous works [13,14],
we use the EDSR [7] without the upsampling modules as the encoder
because of its simplicity and efficiency. The decoder is a multi-layer
perceptron (MLP) consisting of five linear layers, and a ReLU activation
function follows each hidden linear layer. The final layer of the decoder
predicts the parameters 𝜑.

3.2. Parameterizing the explicit function

Fourier transform function approximation. Given the low-resolution
image 𝐼𝑙 𝑟 as input, we aim to learn an explicit function 𝑓𝜑(⋅, ⋅) parame-
terized by 𝜑 to represent the input image. There are various ways of
parameterizing an image signal, such as Fourier, Wavelets, b-spline,
etc.. Without loss of generality and for easy implementation, we use a
Fourier transform function to parameterize the explicit function 𝑓𝜑(⋅, ⋅)
where 𝜑 are the coefficients.

Let 𝑓𝜑(𝑥, 𝑦) be the bivariate function to be determined, where
{(𝑥, 𝑦) | 𝑥, 𝑦 ∈ [0, 1]} are the normalized coordinates of an arbitrary
point in the 2D plane:

𝑓𝜑(𝑥, 𝑦) =
𝑁
∑

𝑝=0

𝑁
∑

𝑞=0

[

𝛼𝑝,𝑞 𝛽𝑝,𝑞
]

[

sin(𝜔𝑝𝑥 + 𝜈𝑞𝑦)

cos(𝜔𝑝𝑥 + 𝜈𝑞𝑦)

]

, (1)

where {(𝜔𝑝, 𝜈𝑞) | 𝑝, 𝑞 ∈ {0, 1,… , 𝑁}} are frequencies of Fourier com-
ponents, and {(𝛼𝑝,𝑞 , 𝛽𝑝,𝑞) | 𝑝, 𝑞 ∈ {0, 1,… , 𝑁}} are the coefficients.
Our model predicts the coefficients 𝛼𝑝,𝑞 , 𝛽𝑝,𝑞 in Eq. (1) to obtain the
continuous function. We use 𝜑 ∈ R(𝑁+1)×(𝑁+1)×2 to denote all the
coefficients to be estimated, and 𝛺 ∈ R(𝑁+1)×2 are all the frequencies
(𝜔𝑝, 𝜈𝑞), as shown in Fig. 2.

The Fourier transform function in Eq. (1) requires an infinite num-
ber of frequencies (𝑁 → ∞) for accurate approximation. This is
not practical in numerical computation, and in practice, we use a
finite number of frequencies. Experimental results in Section 4 demon-
strate that a finite number of frequencies achieve a good level of
approximation accuracy.

Learnable frequencies. Since we are using a limited number of fre-
quencies in the Fourier transform function, the choice of frequencies 𝛺
also affects the accuracy of the approximation, and carefully configured
frequencies result in more accurate approximations.
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Fig. 3. Patch-wise continuous representation. The decoder processes each patch to obtain its respective continuous representation 𝑓 𝑖
𝜑. Continuous representation of the entire image

𝑓𝜑 is the piece-wise function of the individual functions 𝑓 𝑖
𝜑 , 𝑖 = 1, 2,….
Instead of manually tuning the frequencies, we treat the frequencies
𝛺 as parameters of the neural network. In detail, the frequencies 𝛺
for the two spatial directions, {𝜔} and {𝜈}, are set independently and
represented as two sets of learnable parameters in the model. The
frequencies are uniformly initialized and then updated during training.
Consequently, the model automatically finds the optimal frequencies
that best fit the training data. Experiments in Section 4.5 demonstrate
that learnable frequencies are superior to constant frequencies.

Patch-wise processing. We process the image in a patch-by-patch
manner to capture fine-grained details effectively. In particular, after
feature extraction, we partition the feature maps into non-overlapping
patches in the spatial plane and then process the patches individually.

Let 𝑉 ∈ Rℎ×𝑤×𝑑 be the feature maps from the encoder, and 𝑉𝑖 ∈
R𝑎×𝑎×𝑑 be the feature of the 𝑖th patch, where 𝑎 is the size of the
patch, and 𝑑 is the dimensionality of the feature. As shown in Fig. 3,
each patch feature 𝑉𝑖 corresponds to an independent patch-wise Fourier
function 𝑓 𝑖

𝜑 of the same form as Eq. (1). The continuous representation
of the entire image 𝑓𝜑 is a piece-wise function composed of patch-wise
functions {𝑓 1

𝜑, 𝑓 2
𝜑,…}. Let D𝑖 be the domain of 𝑓 𝑖

𝜑, then 𝑓𝜑 is:

𝑓𝜑(𝑥, 𝑦) =
⎧

⎪

⎨

⎪

⎩

𝑓 1
𝜑 if (𝑥, 𝑦) ∈ D1

𝑓 2
𝜑 if (𝑥, 𝑦) ∈ D2

....

(2)

3.3. Continuous function to discrete images: Rasterization

Given the function representation, the last step is to derive a super-
resolution image of desired dimensions from the continuous function
𝑓𝜑. This is achieved by rasterizing 𝑓𝜑 into pixel grids. The rasterization
process basically queries (or samples) values from the function 𝑓𝜑 at
desired locations. For example, to derive a super-resolution image with
dimensions 𝑠ℎ×𝑠𝑤, we uniformly sample 𝑠ℎ×𝑠𝑤 intensity values within
the [0, 1] × [0, 1] grid. The intensity value of the super-resolution image
𝐼𝑠𝑟 at location (𝑖, 𝑗) can be determined by:

𝐼𝑠𝑟[𝑖, 𝑗] = 𝑓𝜑(
𝑖
𝑠ℎ

,
𝑗
𝑠𝑤

). (3)

In this context, a higher upsampling factor 𝑠 essentially means finer
sampling strides 1

𝑠ℎ ,
1
𝑠𝑤 . The procedure of rasterizing 𝐼𝑠𝑟 with different

upsampling factors is depicted in Fig. 1. The rasterization in Eq. (3) is
significantly faster than evaluating a neural network. It is straightfor-
ward and efficient, allowing fast rescaling into arbitrary dimensions.

3.4. Model training

In each training iteration, we randomly sample a high-resolution
image 𝐼ℎ𝑟 from the training set and a random downsampling factor 𝑠
from a certain range. Then, we downsample the 𝐼ℎ𝑟 by a factor of 𝑠
to derive the low-resolution image 𝐼𝑙 𝑟. Let 𝑠ℎ × 𝑠𝑤 be the size of 𝐼ℎ𝑟
and ℎ × 𝑤 be the size of 𝐼𝑙 𝑟, and 𝑠 is the downsampling scale. Note
that 𝑠 could be an arbitrary real number within a certain range, and
4 
we round ℎ and 𝑤 into the nearest integers to ensure valid image sizes.
For example, if 𝑠ℎ × 𝑠𝑤 = 256 × 256 and 𝑠 = 3.141, then ℎ = 𝑤 =
[256∕3.141] = 81.

The degraded image 𝐼𝑙 𝑟 is subsequently fed into NExpR to derive the
explicit function representation 𝑓𝜑. Then, we rasterize the continuous
function 𝑓𝜑 into a discrete high-resolution image: 𝐼𝑠𝑟 ∈ R𝑠ℎ×𝑠𝑤. Training
is performed by minimizing the 𝐿1 disparity between 𝐼𝑠𝑟 and 𝐼ℎ𝑟

 = |𝐼𝑠𝑟 − 𝐼ℎ𝑟|1. (4)

We train the model, and update model parameters and learnable fre-
quencies 𝛺 with a back-propagation algorithm.

4. Experiments

In this section, we discuss our detailed implementation and report
the performance of our proposed method.

4.1. Implementation details

Datasets. Our experiments are conducted on three MRI and one CT
datasets. The three MRI datasets include ProstateX [53] fastMRI [54],
and our in-house clinical prostate dataset. The CT data is from Medical
Segmentation Decathlon (MSD) Liver datasets [55]. Table 1 summa-
rizes the clinical applications (prostate, knee, liver), modalities, and the
number of training/test cases of these datasets. We use magnitude im-
ages obtained from DICOM format for the MRI datasets and from NIfTI
format data for the CT dataset. Our experimental study was performed
in compliance with the United States Health Insurance Portability
and Accountability Act (HIPAA) of 1996 and was approved by the
institutional review board (IRB) with a waiver of the requirement for
informed consent. The details of the four datasets are demonstrated
below:

(1) ProstateX dataset: The ProstateX dataset [53] is an openly acces-
sible dataset that consists of 348 prostate MR studies acquired on one
of two types of Siemens 3T MR scanners, the Magnetom Trio and Skyra.
Each study includes T2-weighted (T2 W), proton density-weighted (PD-
W), dynamic-contrast-enhanced (DCE), and diffusion-weighted (DW)
imaging. For our experiments, we utilize the coronal T2 W images,
which were acquired from a turbo spin echo sequence (TSE) with an
in-plane resolution of 0.5 mm and a slice thickness of 3.6 mm. The
dataset is officially divided into 206 training scans and 142 testing
scans, containing 3447 and 2321 slices, respectively.

(2) fastMRI dataset: The fastMRI dataset [54] is a public dataset that
includes scans of the knee, brain, prostate, and breast. We select the
coronal proton density-weighted images with fat suppression from the
knee scans for our experiment. All data are acquired on one of three
clinical 3T scanners (Siemens Magnetom Skyra, Prisma and Biograph
mMR) or one 1.5T scanner (Siemens Magnetom Aera), with an in-plane
resolution of 0.5 mm and a slice thickness of 3 mm. Due to the large
scale of the dataset, we randomly selected 600 scans (20 015 slices) for
training and 200 scans (6611 slices) for testing.
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Fig. 4. Example super-resolution results of various methods on four different datasets along with the error maps depicting the differences between the super-resolution results and
the high-resolution references.
Table 1
Summary of the four datasets used in our experiments. The numbers in each table cell
denote the total number of cases and slices, respectively.

Datasets ProstateX [53] fastMRI [54] Clinical prostate MSD [55]

Region prostate knee prostate liver
Modality MRI (T2-TSE) MRI (T2-PD) MRI (T2-TSE) CT
Plane coronal sagittal coronal axial
# train 206 (3,447) 600 (20,015) 636 (13,475) 131 (11,679)
# test 142 (2,321) 200 (6,611) 200 (4,246) 70 (5,379)

(3) In-house clinical prostate dataset: This dataset is obtained from
our in-house clinical data. We retrospectively reviewed clinical prostate
MRI scans from March 2013 to December 2018 at a single academic in-
stitution and identified a total of 836 clinical subjects. These scans were
acquired in the coronal plane using the multi-slice 2D T2-weighted
turbo spin-echo (T2w-TSE) sequence, with an in-plane resolution of
0.625 mm and a slice thickness of 3.6 mm. All scans were performed
on one of four Siemens 3T scanners (Prisma, Skyra, Vida, and Trio). We
randomly split the dataset into 636 training scans (13 475 slices) and
200 testing scans (4246 slices).

(4) MSD liver dataset [55]: The Medical Segmentation Decathlon
(MSD) dataset is an openly accessible medical imaging dataset that
includes objects such as the liver, brain, and lung. For our experiment,
we selected the liver subset acquired from portal venous phase CT
imaging. This subset contains 201 3D CT volumes, which we reformat
into axial 2D slices and clip the pixel values to [−140, 260] for clear
visualization. This dataset is officially split into 131 training scans
(11 679 slices) and 70 testing scans (5379 slices).

Baselines. We compare our proposed method with various competitors
including FFN-based models: EDSR [7], SwinIR [8], SRConvNet [25],
5 
generative model: SRGAN [29], and INR-based methods: LIIF [13],
LTE [14], SRNO [44]. FFN and generative methods require individual
training for each upsampling factor, while INR-based methods and our
approach need just one training for all factors.

Image Degradation. For MRI images, following previous works [12,
50,56–58], we adopt the k-space zero padding (KSZP) to generate low-
resolution images from high-resolution images. Specifically, we first use
the Fourier transform to convert the high-resolution image into k-space.
Suppose a downsampling factor of 𝑠, we only retain the low-frequency
components in the central 1

𝑠 ×
1
𝑠 region of the k-space, and then convert

the k-space data back to the image domain using inverse Fourier
transform. This approach simulates the loss of high-frequency details,
which aligns with practical MRI acquisition scenarios where spatial
resolution is often compromised due to acquisition time constraints or
physical hardware limitations. For CT images, while more sophisticated
downsampling techniques, such as e.g. sparse-view downsampling [59],
would be more representative of real-world scenarios, we follow the
common practice of existing works [60–63] and employ bicubic inter-
polation to downsample the high-resolution images for fast experiments
and evaluations.

Setup. We implement NExpR with the PyTorch [64] framework. The
model was trained on four NVIDIA Quadro RTX 8000 GPUs and tested
on a single GPU of the same model. Similar to the training protocol
of LIIF [13], we use the Adam optimizer and the model is trained for
200 epochs. The learning rate is initialized to 10−4 and is halved every
50 epochs. Random crop and flipping are used for data augmentation.
The size of output images is 256 × 256 and the batch size is 16. The
downsampling factor 𝑠 is randomly drawn from (1, 4].

The number of frequencies 𝑁 in Eq. (1) is set to 8 and the frequen-
cies 𝜔, 𝜈 are initialized as 0, 𝜋 , 2𝜋 ,… , 8𝜋. 𝜔 and 𝜈 are fixed to 0 to
0 0
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Fig. 5. PSNR under various super-resolution scales on respective test sets. The 𝑥-axis represents the super-resolution scale, ranging from 2.0 to 4.0, and the 𝑦-axis represents the
PSNR (dB).
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represent the direct current (DC) component. The patch size 𝑎 is set to
 for the trade-off between efficiency and accuracy. The choice of 𝑎,

𝑁 , and the learned frequencies on different datasets will be discussed
in the ablation study in Section 4.5, The settings, together with the
model architecture used in this study, are carefully chosen to provide
an optimal balance between image quality and efficiency.

4.2. Qualitative results

Fig. 4 presents qualitative comparisons at 4× super-resolution scale
[64 × 64] → [256 × 256]) on four datasets. The error maps highlight

the difference between the SR results and the corresponding high-
resolution ground truth. In these maps, more textures and more vivid
colors indicate larger errors and a lower quality of super-resolution
outputs.

Among all the methods in comparison, SRGAN [29] shows de-
cent perceptual quality with realistic fine-grained details, while the
error maps reveal significant discrepancies between the SR output
and HR ground truth. This is attributed to the training strategy of
GANs, which prioritizes generating images that appeal to visual per-
ception rather than faithfully adhering to the pixel-wise content of
LR inputs, making their output unreliable for practical medical ap-
plications. Compared with other FFN-based and INR-based competi-
tors, NExpR showcases the comparable ability to effectively restore
blurred edges and minimize blocking artifacts without compromising
consistency with low-resolution inputs. Additionally, NExpR achieves
his image quality with the shortest inference time as discussed in
ection 4.4.

4.3. Quantitative results

Evaluation metrics. We use Peak-Signal-to-Noise Ratio (PSNR) and
Structural Similarity Index (SSIM) to quantitatively evaluate the super-
resolution performance. In addition, we quantify the consistency
6 
between low-resolution inputs and the super-resolution results because
it is crucial in medical imaging to ensure that the SR images accurately
reflect the original anatomical structures. In SR3 [32], the consistency

etric was defined as the disparity between the original low-resolution
image and the downsampled (DS) super-resolution image.

Consist(𝐼𝑠𝑟, 𝐼𝑙 𝑟) = PSNR
(

DS(𝐼𝑠𝑟), 𝐼𝑙 𝑟
)

, (5)

where ‘DS’ is the image degradation demonstrated in Section 4.1.
We also use the Learned Perceptual Image Patch Similarity (LPIPS)

etric [65] to evaluate the perceptual quality of the super-resolution
mages. This is calculated by comparing the deep features extracted
rom a pre-trained neural network between the SR image and the HR
round truth.

For all results presented in tables, different background colors indi-
ate the best and second best results.

Arbitrary-scale super-resolution. We first evaluate the arbitrary-
cale super-resolution performance of NExpR and INR-based methods,
.e. LIIF [13], LTE [14], and SRNO [44]. We test scales within the
ange of [2, 4] because extremely drastic upsampling scales are typically
nnecessary for medical images. We first degrade the high-resolution
mages by a factor of 4 to simulate the low-resolution input 𝐼𝑙 𝑟. 𝐼𝑙 𝑟 is
hen upscaled to various scales by different SR methods. We pick 20

upsampling scales uniformly, ranging from 2 to 4. When evaluating the
erformance, the ground-truth images are obtained via downsampling
he original high-resolution image 𝐼ℎ𝑟 to desired dimensions using
orresponding degradation methods. Figs. 5–7 compare the PSNR,

SSIM, and consistency results on the four datasets.
As can be observed from Fig. 5, NExpR consistently achieves higher

PSNR values. This indicates that NExpR is more effective at minimizing
the errors during continuous rescaling, leading to more pixel-wise
accurate SR results.

In terms of SSIM in Fig. 6, NExpR outperforms other INR-based
methods on the ProstateX [53], MSD [55], and clinical prostate
datasets. For the fastMRI dataset [54], NExpR and SRNO [44] are
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Fig. 6. SSIM under various super-resolution scales on respective test sets. The 𝑥-axis represents the super-resolution scale, ranging from 2.0 to 4.0, and the 𝑦-axis represents the
SIM value.
Fig. 7. Consistency under various super-resolution scales on respective test sets. The 𝑥-axis represents the super-resolution scale, ranging from 2.0 to 4.0, and the 𝑦-axis represents
he Consistency (dB).
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nearly tied for first place. The consistently higher SSIM values demon-
trate that NExpR can not only maintain pixel-wise accuracy but also
reserve important structural patterns such as edges and textures.

Fig. 7 presents the consistency results across different scales and
atasets. NExpR does not achieve the highest consistency at small scales

(closer to 2×), where methods such as LTE [14] and SRNO [44] perform
slightly better. However, NExpR demonstrates the most strong and
obust overall consistency across the test scales, particularly excelling at
arge super-resolution scales On the contrary, the consistency of other
NR-based methods decreases more noticeably as the SR scale increases.
his indicates NExpR’s robustness in handling continuous SR, making

t particularly suitable for medical imaging applications that require
lexible and accurate rescaling.

Fixed-scale super-resolution. Table 2 summarizes the fixed-scale
quantitative comparisons between NExpR and other baseline models on
our datasets at fixed super-resolution scales, i.e. 2×, 3×, 4×. SwinIR is
xcluded from the 3× experiments as it only supports super-resolution
cales that are powers of two.

At larger super-resolution scales (3× and 4×), NExpR demonstrates
superior overall performance compared to other methods in terms of
PSNR, SSIM, and consistency. At the 2× scale, NExpR does not achieve
7 
the best performance across all metrics. In some cases, fixed-scale
SR methods like EDSR [7], SwinIR [8] and SRConvNet [25] slightly
outperform NExpR as they are trained to focus on this specific SR scale.
The results suggest that NExpR is better at handling challenging large
upscaling factors.

In addition to PSNR, SSIM, and consistency, we also present the
PIPS metric results for a perceptual quality evaluation. It is noticeable

that SRGAN [29] exhibits the generally lowest LPIPS error due to
the properties of generative models, which aligns with the qualita-
ive results discussed in Section 4.2. Among all other non-generative

methods, NExpR shows the lowest LPIPS errors across the majority of
super-resolution scales and datasets, indicating the superior perceptual
uality.

Statistical analysis. To evaluate the statistical significance of the
performance differences between our method and other competitors,
we conduct the two-sided paired t-test.

Table 3 presents the mean value of the metrics (PSNR, SSIM and
Consistency) across all datasets and SR scales. In particular, they are
derived from the entire combined test image cohort (𝑁 = 18557) of the
four datasets and three SR scales (2×, 3×, 4×). Each result is marked
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Table 2
PSNR, SSIM, and consistency of different methods under fixed super-resolution scales on respective test sets.

Dataset Baselines 2× 3× 4×

PSNR↑ SSIM↑ Consist↑ LPIPS↓ PSNR↑ SSIM↑ Consist↑ LPIPS↓ PSNR↑ SSIM↑ Consist↑ LPIPS↓

ProstateX [53]

Bicubic 30.62 0.8568 38.56 0.2140 27.46 0.7452 37.20 0.3201 25.75 0.6589 36.27 0.3958
EDSR [7] 33.88 0.8614 46.48 0.1458 30.15 0.8306 37.92 0.2541 28.24 0.7658 38.57 0.3204

SwinIR [8] 33.82 0.9120 46.14 0.1472 – – – – 27.89 0.7535 38.23 0.3267
SRConvNet [25] 33.79 0.9123 46.23 0.1470 30.07 0.8295 37.86 0.2560 28.09 0.7602 38.28 0.3259

SRGAN [29] 31.25 0.8579 40.55 0.0984 27.10 0.7224 34.24 0.1921 24.80 0.6756 32.45 0.2497
LIIF [13] 33.68 0.9100 49.51 0.1506 30.09 0.8291 49.59 0.2566 28.15 0.7621 48.78 0.3261
LTE [14] 33.77 0.9108 53.01 0.1484 30.14 0.8302 51.52 0.2567 28.19 0.7637 49.56 0.3259

SRNO [44] 33.77 0.9107 52.79 0.1496 30.15 0.8301 51.35 0.2570 28.21 0.7641 49.59 0.3257
Ours 33.81 0.9110 53.00 0.1469 30.20 0.8312 52.31 0.2505 28.25 0.7655 50.77 0.3140

fastMRI [54]

Bicubic 36.48 0.9059 44.21 0.1896 33.69 0.8454 43.45 0.2852 32.17 0.8454 42.86 0.3491
EDSR [7] 39.52 0.9410 49.67 0.1235 36.14 0.8876 43.80 0.2312 34.49 0.8523 44.49 0.2884

SwinIR [8] 39.53 0.9409 50.13 0.1243 – – – – 34.22 0.8466 44.19 0.2957
SRConvNet [25] 39.62 0.9423 49.90 0.1208 36.24 0.8898 43.96 0.2272 34.55 0.8535 44.52 0.2859

SRGAN [29] 36.49 0.8994 42.23 0.0856 32.51 0.7997 38.00 0.1671 32.13 0.7536 36.36 0.2127
LIIF [13] 39.38 0.9384 54.55 0.1350 36.12 0.8867 56.76 0.2310 34.45 0.8507 55.53 0.2906
LTE [14] 39.44 0.9391 57.40 0.1290 36.17 0.8873 57.90 0.2275 34.50 0.8516 55.80 0.2885

SRNO [44] 39.48 0.9395 56.98 0.1315 36.20 0.8877 57.20 0.2302 34.54 0.8522 55.48 0.2893
Ours 39.53 0.9399 56.43 0.1246 36.27 0.8887 58.24 0.2201 34.61 0.8537 57.43 0.2777

Clinical Prostate

Bicubic 36.30 0.9163 42.98 0.1670 32.85 0.8403 41.66 0.2693 31.00 0.7783 40.81 0.3451
EDSR [7] 40.16 0.9518 48.90 0.1090 35.67 0.8949 42.23 0.2046 33.48 0.8461 42.45 0.2748

SwinIR [8] 38.88 0.9431 47.02 0.1213 – – – – 33.45 0.8457 42.44 0.2745
SRConvNet [25] 40.22 0.9519 48.79 0.1068 35.79 0.8969 42.31 0.2013 33.50 0.8467 42.77 0.2717

SRGAN [29] 36.11 0.9128 39.98 0.0742 31.36 0.8292 34.39 0.1569 31.44 0.7911 31.82 0.2309
LIIF [13] 39.87 0.9501 53.42 0.1158 35.60 0.8942 52.84 0.2071 33.36 0.8445 51.25 0.2780
LTE [14] 39.99 0.9504 55.78 0.1151 35.66 0.8946 55.47 0.2076 33.43 0.8452 53.48 0.2792

SRNO [44] 40.04 0.9506 55.34 0.1134 35.75 0.8953 55.33 0.2052 33.52 0.8467 53.92 0.2758
Ours 40.06 0.9509 55.21 0.1082 35.82 0.8965 56.02 0.1965 33.60 0.8487 55.06 0.2631

MSD Liver [55]

Bicubic 27.34 0.8719 43.08 0.1394 24.57 0.7727 46.58 0.2175 23.11 0.6992 35.22 0.2700
EDSR [7] 31.18 0.9164 39.77 0.0960 25.47 0.8203 25.75 0.1743 25.21 0.8109 28.56 0.1820

SwinIR [8] 30.91 0.9155 38.80 0.0946 – – – – 25.83 0.8243 28.33 0.1737
SRConvNet [25] 31.30 0.9181 39.93 0.0924 25.59 0.8253 25.89 0.1621 25.38 0.8154 28.55 0.1749

SRGAN [29] 28.55 0.8666 37.53 0.0606 22.83 0.7444 25.60 0.1318 22.51 0.7328 27.09 0.1405
LIIF [13] 33.12 0.9382 51.43 0.0776 29.53 0.8896 48.80 0.1305 27.36 0.8502 46.46 0.1648
LTE [14] 33.19 0.9385 52.94 0.0783 29.59 0.8899 50.68 0.1325 27.40 0.8506 47.98 0.1682

SRNO [44] 33.19 0.9388 52.80 0.0772 29.61 0.8903 50.50 0.1322 27.43 0.8512 47.90 0.1679
Ours 33.18 0.9390 52.78 0.0739 29.79 0.8915 51.31 0.1253 27.63 0.8534 49.11 0.1548
c

s
l
a

Table 3
Average performance across the test sets from all
datasets and three SR scales.

Method PSNR↑ SSIM↑ Consist↑

EDSR [7] 33.15* 0.8749* 45.62*
SwinIR [8] 33.53* 0.8816* 45.89*

SRConvNet [25] 33.18* 0.8747* 47.72*
SRGAN [29] 29.66* 0.7960* 36.59*

LIIF [13] 33.82* 0.8851* 48.62*
LTE [14] 33.89* 0.8857* 49.07*

SRNO [44] 33.92* 0.8861* 49.06*
Ours 34.00 0.8870 49.33

* Indicates 𝑝-value ≤ 0.001.

with an asterisk (∗) if the corresponding 𝑝-value is less than or equal
o 0.001.

The analysis indicates that our method statistically outperforms
other methods. Moreover, all 𝑝-values are less than 0.001, meaning that
the observed differences are statistically significant.

Cross-dataset validation. We compare the generalizability of different
methods via cross-dataset validation. In particular, we train the model
n one dataset and test the performance on the other dataset. The
esults are in Table 4 where ‘A → B’ indicates the model is trained on
ataset A and tested on dataset B. As shown in Table 4, our method

achieves the best consistency and competitive PSNR and SSIM across
all configurations. This demonstrates NExpR’s strong generalization
ability.
8 
4.4. Runtime and model complexity

Walltime and model complexity. Table 5 reports the model parame-
ters (Params), Giga Floating Point Operations (GFLOPS), and inference
time.

Considering the intentional lightweight design of the model ar-
hitecture of SRConvNet [25], it achieves the smallest model size

and lowest GFLOPS. Similarly, NExpR, due to the compact explicit
function representation, also demonstrates a significant reduction in
computational complexity and model parameters, achieving the second
mallest model size and the second lowest GFLOPS. Notably, NExpR de-
ivers the best-accelerated inference speed in comparison to competing
pproaches, further highlighting its efficiency.

Rescaling speed. In this experiment, we compare the speed of rescaling
images at arbitrary scales after obtaining the function representation
(either neural implicit or our explicit).

We pass the low-resolution image into the models to get the function
representation, and then measure the time of querying the function to
get super-resolution images of desired dimensions. The measured time
represents the speed of arbitrary-scale super-resolution after obtaining
the function representation.

Fig. 8 compares runtime for executing these functions with various
super-resolution scales on the ProstateX dataset. Notably, our method
is over 100× faster than LIIF [13], LTE [14] and SRNO [44], reducing
the rescaling time from the order of 1 ms to the order of 0.01 ms. This
significant speed improvement suggests that our method achieves blaz-
ingly fast arbitrary-scale super-resolution and enables smooth zoom-in
and out in clinical practice.
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Table 4
Cross-dataset performance of different methods on respective test setsfor 4× super-resolution scale.

Method ProstateX → In-house In-house → ProstateX ProstateX → fastMRI fastMRI → ProstateX

PSNR↑ SSIM↑ Consist↑ PSNR↑ SSIM↑ Consist↑ PSNR↑ SSIM↑ Consist↑ PSNR↑ SSIM↑ Consist↑

EDSR [7] 33.24 0.8435 42.45 28.17 0.7631 38.28 34.05 0.8442 44.30 27.79 0.7520 38.30
SwinIR [8] 32.44 0.8200 41.32 28.14 0.7621 38.29 33.28 0.7935 41.99 27.58 0.7433 37.90
SRConvNet [25] 33.09 0.8403 42.62 28.13 0.7620 38.35 33.79 0.8410 44.58 27.71 0.7488 38.17
SRGAN [29] 28.89 0.6916 34.46 24.26 0.6159 28.89 30.82 0.7061 36.75 24.45 0.6145 30.02
LIIF [13] 33.15 0.8413 49.93 28.12 0.7624 48.26 34.08 0.8430 50.95 27.92 0.7552 49.55
LTE [14] 33.22 0.8426 52.25 28.15 0.7627 49.70 34.09 0.8449 54.02 27.92 0.7552 50.08
SRNO [44] 33.26 0.8432 52.97 28.23 0.7641 49.96 34.07 0.8443 54.88 27.90 0.7546 49.52
Ours 33.21 0.8431 53.40 28.30 0.7674 51.28 34.08 0.8444 54.96 27.95 0.7567 50.33
Fig. 8. Rescaling runtime of arbitrary-scale SR methods under various upscaling scales on the ProstateX test set.
Fig. 9. Initialization and optimization of frequencies across four datasets. The connecting lines represent frequency values, while the points indicate different combinations of 𝜔, 𝜈.
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Table 5
Model complexity and inference speed of different methods.
The numbers are measured for 4× super-resolution([64 × 64] →
[256 × 256]) on the ProstateX test set.

Method Params (M) GFLOPS Time (ms)

EDSR [7] 5.8 8.04 4.2
SwinIR [8] 45.2 50.46 57.1

SRConvNet [25] 1.0 1.74 14.7
SRGAN [29] 5.8 10.31 3.2

LIIF [13] 1.6 95.52 4.6
LTE [14] 1.7 57.87 5.8

SRNO [44] 2.6 51729.14 8.9
Ours 1.6 5.36 3.0

Fig. 10. 4× SR with different numbers of frequencies and learnable frequencies on the
rostateX test set.
9 
4.5. Ablation study

In this section, we investigate the impact of each component in
our model design. Specifically, they are (i) the number of frequencies
n Fourier transform function (𝑁 in Eq. (1)), (ii) the learnable fre-

quencies (LF), and (iii) the patch size 𝑎 in patch-wise processing. All
ablation studies are conducted on the ProstateX [53] dataset with 4×
super-resolution scale.

Number of Frequencies. We compare the performance of NExpR with
different numbers of frequencies (𝑁 in Eq. (1)). The frequencies 𝜔
and 𝜈 are initialized uniformly from 0 to 𝑁 𝜋. As depicted by the blue
polyline in Fig. 10, there is a noticeable decline in PSNR with smaller
𝑁 values, while models with 𝑁 larger than 8 have similar performance
in terms of PSNR. This indicates that 𝑁 = 8 is adequate for accurately
approximating medical images.

Learnable Frequencies. To evaluate the contribution of learnable fre-
uencies (LF), we conduct ablation studies by training the NExpR with
ixed frequencies versus learnable frequencies. Quantitative and quali-
ative results are demonstrated in Fig. 10 and Fig. 11a, respectively.

As shown in Fig. 10, NExpR with learnable frequencies significantly
utperforms fixed frequencies. Moreover, as illustrated in Fig. 11a, the
uper-resolution output of NExpR 𝑤∕𝑜 LF presents visible discontinu-
ties across patches. In contrast, NExpR 𝑤∕ LF gets a more continu-

ous and smoother output. This underscores the benefits of enabling
ExpR to adaptively learn optimal frequencies, thereby improving its
representational capabilities for medical image super-resolution.
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Fig. 11. (a) Qualitative comparison of w and w/o LF. The number of frequencies 𝑁 is fixed to 8 for a fair comparison. (b) Example super-resolution results with different patch
sizes 𝑎.
Table 6
PSNR and efficiency comparison of NExpR (×4) with different patch sizes
𝑎 on the ProstateX test set.
𝑎 PSNR (dB) SSIM Consist (dB) GFLOPS Time (ms)

1 28.27 0.7674 50.82 6.05 3.4
2 28.25 0.7655 50.77 5.36 3.0
4 27.82 0.7500 47.87 5.38 3.2
8 26.03 0.6735 37.34 6.14 3.3

We further illustrate the changes in the learnable frequencies 𝜔, 𝜈,
including the initial values before training and the optimized values
after convergence. Fig. 9a shows the uniformly initialized frequencies,
and Fig. 9b–e present the optimized frequencies on four different
datasets. We find that the learnable frequencies tend to converge to
lower values.

Patch Size. To explore the effect of patch size 𝑎 in the patch-wise pro-
cessing, we implement ablation experiments with different patch sizes,
i.e. 1, 2, 4, and 8. As shown in Table 6, PSNR, SSIM and consistency
decrease when the patch size enlarges, indicating a drop in super-
resolution quality with larger patches. Moreover, small patch sizes,
e.g. 𝑎 = 1, lead to an excessive segmentation of the image into numerous
patches, while large patch sizes, like 𝑎 = 8, increase the input feature
dimensionality for the decoder. Both extreme selections of patch size
result in increased computation for the decoder, negatively affecting
the complexity and inference speed of the super-resolution process.
Qualitative comparisons of super-resolution outputs from NExpR with
varying patch sizes are presented in Fig. 11b. The super-resolution
output with 𝑎 = 2 is similar to that with 𝑎 = 1, whereas larger patch
sizes, e.g. 4 and 8, generate super-resolution images with blurred edges
and discontinuous artifacts between patches. We use patch size 𝑎 = 2
for an excellent trade-off between efficiency and image quality.

5. Discussion

We demonstrate that the proposed framework can significantly
accelerate the medical image super-resolution at arbitrary scales while
maintaining competitive image quality.

NExpR first extracts the feature map from a low-resolution image
and then decodes it into a Fourier transform-based explicit function
by predicting its coefficients. Using this explicit analytical function,
10 
NExpR can generate SR images at arbitrary scales via rasterization. This
simple and efficient explicit analytical representation demonstrates its
superiority in reducing computation costs and inference time. Experi-
ments show that NExpR not only achieves low model complexity and
inference time in fixed-scale super-resolution, but also significantly
accelerates the continuous rescaling process. This is because, unlike
conventional INR-based models that require repeated inference through
a complex neural network for different SR scales, NExpR employs
a simple explicit function representation for fast rasterization during
rescaling.

NExpR also achieves competitive image quality. In the arbitrary-
scale super-resolution comparison, NExpR robustly outperforms other
INR-based methods, i.e. LIIF [13], LTE [14], and SRNO [44]. We
believe that this is because the compact and concise explicit analytical
function is easy for the model to learn and predict, enhancing its ability
to continuously preserve image information across different scales.
When compared to the fixed-scale super-resolution methods, such as
EDSR [7] and SRConvNet [25], NExpR performs slightly below some
of these methods at the 2× scale. This likely be because that 2× SR
is relatively simple, and fixed-scale SR models are trained specifically
for a single scale, allowing them to be finely tuned to that specific task.
However, for larger scales like 3× and 4×, NExpR demonstrates superior
performance, highlighting its ability to handle more challenging super-
resolution tasks. Moreover, the cross-validation experiment indicates
that NExpR performs well even when the model is trained and tested on
different datasets, suggesting its robustness in generalizing to different
image patterns.

Despite the advantages, our study has several limitations, which
will guide our potential future research directions. Firstly, NExpR is
currently restricted to representing 2D signals, limiting its general-
izability in higher-dimensional domains such as volumetric medical
imaging. Potential future work could explore analytical representations
of higher-dimensional signals, such as 3D volumes (e.g., 3D isotropic
MRI scans) or 4D spatiotemporal data (e.g., 4D Dynamic-Contrast-
Enhancement (DCE) MRI scans).

Secondly, while NExpR excels in speed and flexibility, it still ex-
hibits some degree of over-smoothing in the SR images, indicating that
there is room for improvement in capturing fine-grained details before
being fully implemented in real clinical scenarios. Future work may
focus on exploring a more advanced framework with a better balance
between efficiency and detail-resolving ability.
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Lastly, our current evaluation pipeline does not include expert
eader studies or clinical task-specific evaluations. This work primarily
ocuses on proposing a generally applicable method in medical imaging
nd utilizes standard super-resolution evaluation metrics. However, the
linical relevance of the results for real-world medical practice has
ot been fully explored. Future research could involve collaboration
ith clinical experts to ensure that the method meets the standard for

linical translation.

6. Conclusion

In this study, we propose the neural explicit representation for
edical image super-resolution. Our method represents an image us-

ng an explicit analytical function based on the Fourier transform.
nlike previous implicit neural representation (INR) methods, which

nvolve repeated inference through complex neural networks, our ap-
roach uses a concise analytical function that can be directly rasterized,
nabling fast super-resolution at arbitrary scales.

We evaluated our method on three MRI datasets and one CT dataset.
he experimental results demonstrate that NExpR achieves competitive
r superior image quality with a much faster runtime than state-of-
he-art super-resolution methods. Specifically, our method accelerates
he rescaling process by over 100 times without sacrificing the image

quality.
However, our approach also has certain limitations. NExpR is cur-

ently limited to 2D image representation, restricting its application in
igher-dimensional imaging tasks. Also, our method shows some degree
f over-smoothing, suggesting a need for better fine-detail preserva-
ion. Additionally, our experiments lack expert reader studies, limit-
ng the assessment of its real-world performance in medical practice.
otential future work would explore enhanced explicit representa-
ions for higher-dimensional data while involving clinical task-specific
valuation.
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